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Abstract

Layer 2 (L2) broadcast is still a problem in large Wi-Fi deployments because it takes up
much airtime without benefitting the user [19, 32, 14]. To solve this problem, Schlitt et al.
proposed a new Virtual eXtensible LAN (VXLAN)-based Wi-Fi architecture with Border
Gateway Protocol Ethernet Virtual Private Network (BGP EVPN) as a control plane [25].
Real-world deployments of this architecture have a high roaming timewithmany connected
devices. In this thesis, I explore how filtering in the BGP EVPN control plane can improve
this. I use Route Target Constrained Route Distribution (RTCRD) as a filtering mechanism
[17]. To evaluate the real-world impact, I built a prototype implementation of RTCRD based
on Free Range Routing (FRR). Experiments with the prototype implementation show that
RTCRD can decrease the roaming times from 30 s to 1 s in the Wi-Fi architecture.
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1 Introduction

L2 broadcast is still a problem in large Wi-Fi deployments because it takes up much air-
time without benefitting the user [19, 32, 14]. For this reason, Schlitt et al. proposed a
newWi-Fi architecture calledWiMoVE, [25] which is short for Wireless Mobility through
VXLAN Ethernet Virtual Private Network (EVPN). WiMoVE applies the idea of overlay
networks to the distribution system of Wi-Fi deployments to limit L2 broadcast traffic that
has to be transmitted over the air. The difference between WiMoVE and other solutions is
that it aims to provide users with fully functional L2 domains simultaneously. Therefore,
WiMoVE partitions the connected devices into overlay networks, which are implemented
with VXLAN as Layer 2 Virtual Private Network (L2VPN) technology and BGP EVPN
as a control plane. The Access Points (APs) terminate the VXLANs, which means they
have additional responsibilities compared to regular Wi-Fi deployments. The advantage
of partitioning the distribution system is that every AP only has to send out the broadcast
packets of VXLANs in which it has a connected device. Schlitt et al. showed that depending
on the deployment architecture, this lowers the number of broadcast transmissions over
the air by a factor of 500. Another difference is that WiMoVE allows the use of APs from
different vendors since it builds upon OpenWrt. This open-source operating system offers
images for many Wi-Fi APs [26].

For the L2VPNs to work, every AP needs to know to which AP a device is connected. This
information is needed to forward packets to the correct AP for every device. In WiMoVE,
this information is called reachability information. To distribute the reachability information,
WiMoVE uses a control plane. In a WiMoVE system, the speed of the control plane matters
when a device roams since it determines how long a device loses connectivity to the Internet
and other devices. During a roam, two processes must be completed to restore the connec-
tivity. The updated reachability information that the device is now reachable at another
AP has to be distributed to all other APs, and the new AP the device is now connected to
has to receive the reachability information for all devices in the VXLAN of the new device.
The time until the first process is complete is called propagation time, and the time until the
second process is complete is called setup time. The roaming time is the maximum of those
two times. Because the scale of regular Wi-Fi roaming is between 10 ms and 100 ms [1],
the control plane must not take longer to update the reachability information to avoid a
negative impact on the roaming times.

Compared to conventional VXLAN BGP EVPN deployments, WiMoVE brings some chal-
lenges for the control plane. In contrast to Virtual Tunnel End Points (VTEPs) in other
deployments, the APs are low-power devices, which means they have limited CPU and
memory resources. Because in BGP EVPN, the information for all VXLANs is flooded to
all VTEPs, every VTEP has to process all update messages and keep the whole reachability
information in memory. Therefore, the load on the APs in WiMoVE scales with the num-
ber of all connected devices and the movement in the whole network. That is a problem
for WiMoVE deployments with many connected devices. The resources of the APs get

1



1 Introduction

16 32 64 12
8

25
6

51
2

10
24

20
48

40
96

81
92

Memory in MB

0

50

100

150

200

250

300

350

400
Nu

m
be

r o
f T

oH
 e

nt
rie

s

Table of Hardware entries aggregated by the amount of memory

Figure 1.1:Number of devices aggregated by memory size in the OpenWrt Table of Hardware that
support the 22.03.5 release. [29].

exhausted just from the load of the control plane. If the APs run out of memory because
they have to carry too much reachability information, the Border Gateway Protocol (BGP)
daemon crashes, resulting in a loss of connectivity for all devices connected to this access
point. In Chapter 5, I show that this happens for an AP with 512 MB of memory at around
450,000 devices. However, most APs supported by OpenWrt have even less memory, as
the data from the Table of Hardware in Fig. 1.1 shows [29]. With APs with less memory,
the maximum number of concurrently connected devices would be even lower without
improvements to the memory efficiency of the control plane. The limited CPU resources
mean that an AP can not keep up with processing updates if the update frequency gets too
high, which results in a processing delay. The processing delay affects the propagation time.
The experiments in Chapter 5 show that the propagation time can increase to 30 s with an
overloaded AP in the system. The setup time goes up to 3 s on an overloaded AP.

Schlitt et al. proposed using a filtering mechanism that takes into account the configured
VXLANs on an AP and prevents flooding in the control plane. In this thesis, I investigate
whether filtering in the BGP EVPN control plane can prevent overload situations and en-
able WiMoVE to accommodate more devices while keeping the roaming times low. With
the filtering mechanism, I achieved that every AP only receives updates for VXLANs con-
figured on the AP. Because every AP only has a few VXLANs configured at a time, this
should significantly decrease the number of updates it has to process. In consequence,
it should prevent out-of-memory situations and speed up roaming times. As a filtering
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1 Introduction

mechanism for BGP EVPN, I use Route Target Constrained Route Distribution (RTCRD),
which RFC4684 specifies [17].

In Chapter 2, I explain the technologies and concepts I used. After that, in Chapter 3, I
analyze the problems in WiMoVE systems with many devices and high mobility. Then, I
show how RTCRD can be used to lower the load on the APs. Because no open-source imple-
mentation of RTCRD was available, I describe in Chapter 4 how I built a prototype RTCRD
building upon FRR. In Chapter 5, I evaluate how the roaming times in a WiMoVE system
change when RTCRD is used. I use the setup time and the propagation time I introduced
in this chapter as metrics for the experiments. The experiments show that using RTCRD
decreases the propagation time and the setup time. In high-load scenarios, the propagation
time decreased from 30 s to 220 ms, and the setup time decreased from 1.5 s to 1 s.
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2 Background

This chapter introducesWiMoVE and the technologies uponwhich it is built. Additionally, I
introduce how Route Target Constrained Route Distribution (RTCRD) works in BGP EVPN
because this is the filtering mechanism I will evaluate later.

2.1 WiMoVE - Wireless Mobility Through VXLAN EVPN

WiMoVE is a newWi-Fi architecture proposed by Schlitt et al. [25]. WiMoVE is designed
to reduce the broadcast traffic the APs transmit over the air to save airtime. In regular Wi-Fi
systems, the distribution system is one large L2 domain. An AP has to transmit all the
broadcast traffic in this L2 domain. WiMoVE divides the distribution system into multiple
L2VPNs that span across the APs to get smaller broadcast domains with less broadcast
traffic.

L2VPNs are a technique to build isolated L2 networks over underlay networks. To achieve
this, L2VPNs use encapsulation. The encapsulation and decapsulation of L2VPN packets
happen at the L2VPN endpoints. The L2VPN endpoints might encapsulate packets for
themselves and provide access for other devices to the L2VPN by bridging the L2VPN to a
local L2 domain.

InWiMoVE, the APs are the L2VPN endpoints and perform the encapsulation and decap-
sulation for their connected devices. The connected devices can exchange L2 packets with
all other devices in the same L2VPN via the AP. When a device connects, the WiMoVE dae-
monWiMoVEd assigns it to an L2VPN and bridges it to the corresponding L2VPN. When
a device connects or disconnects, the L2VPNs grow and shrink due to the reconfiguration
by WiMoVEd.
The devices also need connectivity to IP networks outside the WiMoVE system, for ex-

ample, the Internet. For this purpose, there is a separate gateway. The gateway is part of
the L2VPN and is the next hop for all Layer 3 (L3) packets leaving the WiMoVE system.
To reach other devices in the L2VPNs, the APs and the gateway need to know where a

device is connected. Every participant of the L2VPNs has to maintain a mapping between
the MAC address of a connected device and the address of the endpoint to which it is
connected. In Chapter 1, I introduced this mapping as reachability information. Schlitt et al.
propose a control plane to exchange this mapping. An implementation of this control plane
that fulfills their requirements is BGP EVPN.

2.2 VXLAN - Virtual eXtensible LAN

RFC7348 [15] specifies the L2 encapsulation technology Virtual eXtensible LAN (VXLAN)
for L2VPNs, which WiMoVE uses. The Virtual Private Network (VPN) endpoints in a

4



2 Background

VXLAN are called Virtual Tunnel End Points (VTEPs). VXLAN allows for multi-tenancy,
meaning that a VTEP might not only be part of one VXLAN but can be part of multiple.
To distinguish received packets, every VXLAN is identified by a Virtual Network Identifier
(VNI), which is a 24 bit number. Themulti-tenancy is important forWiMoVE sincemultiple
devices with different L2VPNs might be connected to a single AP. Every VXLAN is a
separate L2VPN.

2.3 VRF - Virtual Routing and Forwarding

In Section 2.2, I explained that one VTEP might be part of multiple VXLANs due to multi-
tenancy. Those VXLANs share the same address space, meaning the same MAC address
might exist in different VXLANs. For example, the L2 broadcast address exists in every
VXLAN. Nevertheless, for different VXLANs, a packet with the broadcast address should
be sent to different other VTEPs. The operating system on a VTEP needs a way to discern
the stored reachability information for different VXLANs to support multi-tenancy. Linux
uses Virtual Routing and Forwarding (VRF) for this purpose [8]. VRF means multiple
routing and forwarding tables exist independently on a host. With VRF, it is possible to
forward broadcast frames for different VXLANs to different VTEPs.
In WiMoVE, there is a 1:1 mapping between a VXLAN on a VTEP and a VRF. When

configuring a new VXLAN on a VTEP, a new VRF gets created, and when the VXLAN gets
deleted on a VTEP, the VRF gets deleted.

2.4 BGP EVPN for WiMoVE

In this section, I describe how BGP EVPN works as a control plane for VXLAN L2VPNs
in WiMoVE systems. I will keep this introduction short and focus on the core concepts
necessary to understand Route Target Constrained Route Distribution (RTCRD) later. I
recommend reading the referenced RFCs to better understand BGP EVPN.

2.4.1 BGP Basics

RFC4271 specifies Border Gateway Protocol (BGP) [21], which is a routing protocol initially
designed to exchange IPv4 routing information between the Autonomous System (AS)
boundary routers. In this context, an AS is an administrative domain that appears as one
homogenous network to the outside. An interior routing protocol is needed to provide this
homogenous network and forward traffic within an AS. This can be any routing protocol,
including BGP. To differentiate between the usage of BGP as a routing protocol between
ASes andwithin anAS,we talk about external BorderGateway Protocol (eBGP) and internal
Border Gateway Protocol (iBGP). In this thesis, I focus on iBGP since WiMoVE only uses
iBGP, and there is no need for multiple ASes since the whole network is supposed to be
under our administrative control.
Every participant of a BGP network is called a BGP speaker; a connection between two

BGP speakers is called peering. Two BGP speakers that have an active peering are called
peers. In Fig. 2.1, the message flow of a BGP peering between two BGP speakers is shown.
Every BGP peering starts with two open messages. In those messages, the BGP speakers
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BGP 1 BGP 2
OPEN

OPEN

UPDATE REACHABLE 10.0.0.0/16

UPDATE REACHABLE 1.1.1.1/21

KEEPALIVE

KEEPALIVE

UPDATE UNREACHABLE 1.1.1.1/21

msc Example message exchange in a BGP peering

Figure 2.1: Example BGP peering with exchange of basic BGP message types between two peers

exchange information about their capabilities and negotiate the setup of the peering. After
successfully establishing a connection, the two BGP speakers can start exchanging routing
information. This is done via update messages. With an update message, a BGP speaker
can advertise new routing information or withdraw old. The routing information in a BGP
update message is encoded as Network Layer Reachability Information (NLRI). An NLRI
consists of an address and the length. For IPv4, this corresponds to the CIDR notation. So,
an NLRI might be 10.0.0.0/16. The address part is 10.0.0.0, and the length is 16. For a BGP
speaker to discern between advertising and withdrawing, an NLRI has an attribute that
determines if the NLRI is reachable or unreachable. When saying a route is advertised,
an update message with a reach NLRI that encodes this route is sent out. When saying a
route is withdrawn, an update message with an unreachable NLRI that encodes this route
is sent out. In the context of BGP, an update message is often just called an update. The
last message type is keepalive messages. BGP speakers exchange those periodically to know
whether a peer is still reachable. If another BGP speaker is deemed unreachable via this
mechanism, all routes received from this BGP speaker get withdrawn.

The routing information a BGP speaker receives is stored in the Routing Information Base
(RIB). The RIB contains all the routing information contained in update messages. This
routing information gets then installed into the routing and forwarding tables of the BGP
speaker.

2.4.2 Explaining the BGP EVPN NLRI

BGP was not designed to exchange the mapping between the MAC address and the VTEP
address that the control plane of an L2VPN needs. To adapt BGP to different address fami-
lies, RFC4760 introduces the Multiprotocol extensions [3]. An NLRI still carries an address
and a length, but also an Address Family Identifier (AFI) and a Subsequent Address Family
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2 Background

Identifier (SAFI) to determine to which address family the NLRI belongs. Depending on
the AFI and SAFI, the NLRI address has different semantics.

Building upon the multiprotocol extensions, BGP can be used to build a control plane for
L2VPNs. RFC7432 [9] defines the route types that are needed to build the control plane
for L2VPNs with Multiprotocol Label Switching (MPLS). RFC8365 describes the specific
semantics to combine BGP with VXLAN instead of MPLS [23]. The important route type
for WiMoVE is the MAC address advertisement route type. The NLRI for MAC address
advertisement routes contains a MAC address and the VNI. The semantic is that the MAC
address is reachable at the VTEP originating the route. With those routes, it is possible to
use BGP EVPN as a control plane forWiMoVE. The APs and the gateway can now exchange
the mapping between the MAC address and the VTEP address by exchanging BGP EVPN
routes.

2.4.3 RT - Route Target

In Section 2.3, I introduced the concept of VRF and that there is a 1:1 mapping between
VXLAN configured on a VTEP and a VRF. What is still missing is the link between routes in
the RIB of a VTEP and how they get into the VRFs on the VTEP. The easiest approach would
be to maintain a mapping between the VNI and the VRF, such that every route that carries
the VNI gets imported into the VRF for that VNI. This limits what is possible with the BGP
EVPN control plane. Two VXLANs that share the same VNI could not be isolated in the
control plane because there is no way to control which VRFs import the route. For example,
in the scenario shown in Fig. 2.2, devices connected to VTEP 3 and VTEP 4 should not be
able to communicate with devices connected to VTEP 1 andVTEP 2 and vice versa, although
the VXLANs use the same VNI. For this to work, the VXLANs must be kept separate in the
control plane. To achieve this separation, BGP EVPN uses Route Targets (RTs) to define the
import and export policy of a VRF. RTs are a BGP extended community defined in RFC4360
[30]. A BGP extended community is an attribute that gets sent with a route. A route can
carry many extended communities. The import and export policy of each VRF is a list of
RTs to import and a list of RTs to export. A route exported from a VRF is sent out with the
whole export list of the VRF. For every route a BGP speaker receives, it will check if the RT
matches the list of imported RT of a VRF. If so, the BGP speaker will import the route into
the VRF. In WiMoVE, a VNI is unique, and there is a 1:1 mapping between VNI and RT.
Because this is common for BGP EVPN VXLAN setups, RFC8365 defines a procedure to
auto-derive RT [23]. WiMoVE uses RTs generated via this procedure.

2.4.4 BGP Topology of a WiMoVE System

Until now, we have focused on the communication between two BGP speakers and how
they can exchange and store information. However, for WiMoVE, not only do two BGP
speakers have to exchange routes, but all APs and the gateway need a way to exchange BGP
messages to keep the RIBs in sync. Schlitt et al. use a topology with a Route Reflector (RR)
for WiMoVE. RFC4456 introduces RRs [4]. As the name implies, an RR reflects received
routes to all route reflector clients. Figure 2.3 shows a BGP topology with three VTEP
and one RR. The solid lines are the BGP peerings. Every BGP update message received
by an RR gets sent to all other VTEPs. This means all BGP EVPN routes get flooded to all
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VTEP 3

VXLAN 100

VTEP 4

VXLAN 100

VTEP 2
VXLAN 100

VTEP 1
VXLAN 100

RR

Figure 2.2: VXLAN setup that reuses the same VNI for two VXLANs that should be isolated from
each other

RR

VTEP 1 VTEP 2

VTEP 3

MAC 01 MAC 02

MAC 03

Figure 2.3: BGP EVPN setup with three VTEPs that all have a peering with the RR

VTEPs. This way, all VTEPs receive the same update messages and have the same RIB. An
advantage of using an RR is that every AP only has one BGP peering. Additionally, it makes
the configuration of new APs easier since only the address of the RR has to be known to
establish the BGP peerings. Because this is the BGP topology used by WiMoVE, I will focus
in this thesis on BGP topologies with one RR and multiple VTEPs.

2.4.5 RTCRD - Route Target Constrained Route Distribution

Marques et al. recognized that the VTEPs carry unnecessary routes in their RIB [17]. Let
us look at the following example to show what Marques et al. mean with unnecessary
routes. In Fig. 2.4, the RIB of the BGP speakers in a deployment with one RR and three
VTEPs is shown. The rows in the RIB are colored depending on the RT. We remember from
Section 2.4.3 that RTs are used to define import policies for VRFs. VTEP 1 only has a VRF
importing routes with the blue RT but receives routes with the red RT nevertheless. VTEP
2 and VTEP 3 have routes with the blue RT in the RIB, although only a VRF that imports
routes with a red RT exists. We define that a route is unnecessary at a VTEP if no VRF
exists that imports routes with that RT. In Fig. 2.4, I highlighted the unnecessary routes in
italic face. The blue routes do not have to be distributed to any other VTEP, but VTEP 2

8



2 Background

VTEP 1

IP MAC RT
VTEP3 03 red
VTEP2 02 red
VTEP1 01 blue

RR

IP MAC RT
VTEP3 03 red
VTEP2 02 red
VTEP1 01 blue

VTEP 2

IP MAC RT
VTEP3 03 red
VTEP2 02 red
VTEP1 01 blue

VTEP 3

IP MAC RT
VTEP3 03 red
VTEP2 02 red
VTEP1 01 blue

MAC 01 MAC 02

MAC 03

Figure 2.4:Visualization of the RIBs in a BGP setup without filtering

and VTEP 3 have to exchange red routes via the RR. It is possible to set up RT-based filters
for the BGP EVPN routes on the VTEPs and the RR in a way that only necessary routes
are advertised to the VTEPs and the RR when the import policy of every VTEP is known.
However, the import policies of the VTEPs can change over time, for example, when a new
VRF gets configured. Instead of manually updating the filters every time, Marques et al.
propose in RFC4684 to use a control plane to distribute the import policies of the VTEPs
and use this information to build the RT-based filters [17].

Rather than using a separate control plane, the existing BGPpeerings are used to exchange
the import policies of the VTEPs. For this purpose, RFC4684 defines a new address family
with the SAFI 132 [17]. With this address family, the BGP speakers can advertise the RTs
imported by a VRF. In our example, the VTEPs advertise that they import blue routes or
red routes. Every RTCRD NLRI carries an RT and the length. The NLRI carries the length,
so an NLRI can express a range of RTs. Because in BGP, the RT is a bit value and not a color,
the length indicates how many leading bits of the RT must match. For example, the NLRI
with length zero matches all other RTs and is called the default RT. Based on the received
NLRIs, every BGP speaker can construct outgoing filters for BGP EVPN routes. The default
policy for those filters is deny, and every RT that matches a received NLRI is allowed.
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VTEP 1

Received from RT
RR red
RR blue

RR

Received from RT
VTEP 1 blue
VTEP 2 red
VTEP 3 red

VTEP 2

Received from RT
RR red
RR blue

VTEP 3

Received from RT
RR red
RR blue

MAC 03

MAC 01 MAC 02

Figure 2.5:RIB entries for the RTCRD address family in the example setup.

Fig. 2.5 shows the distributed RTCRD routes for our example. What is apparent is that in
topologies with multiple VTEPs connected to one RR, all filtering happens on the RR. This
is because the RR reflects all RTCRD routes back to the VTEPs, so as soon as one VTEP has
an RT in its import policy, all VTEP will receive an RTCRD route with this RT, including
the originating VTEP itself. In our example, the RR has routes with the blue RT, although
no other VTEP receives those routes.

2.4.5.1 Configuring a VXLAN

When the import policy of a VTEP changes, the BGP speakers exchange new RTCRD routes.
The import policy changes when on a VTEP a new VXLAN and the corresponding VRF
gets created. In this case, the AP sends an update that it is interested in the new RT. The
RR reprocesses the RIB and sends out all routes with that RT that previously were not
announced. Figure 2.6 shows the message exchange when VTEP 1 from our example in
Fig. 2.4 configures a VXLAN with RT red. VTEP 1 sends out an RTCRD update message
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VTEP 1 RR

advertise rtcrd red

advertise device 03

advertise device 02

msc Message exchange when creating a new
VXLAN

Figure 2.6:Message exchange when creating a new VXLAN with RTCRD enabled

VTEP 1 RR

withdraw rtcrd red

withdraw device 03

withdraw device 02

msc Message exchange when deleting a
VXLAN

Figure 2.7:Message exchange when deleting a VXLAN with RTCRD enabled

with RT red. The RR will advertise the routes for devices 03 and 02 to VTEP 1 and reflect
the updated membership information to VTEP 1.

2.4.5.2 Deleting a VXLAN

The import policy of a VTEP can not only change when a new VXLAN gets added but
also when a VXLAN gets deleted on the VTEP. When the VXLAN gets deleted, the VTEP
withdraws the RTCRD route with this RT. When the VTEP withdraws the route, the RR
checks which routes it previously announced to this VTEP that are now filtered. Then, the
RR withdraws the filtered routes, and the AP deletes the routes from its RIB to free up
memory and avoid operating on outdated information if it configures a VXLAN with the
same RT later on. Figure 2.7 shows the message exchange when VTEP 1 from our example
deletes the VXLAN with RT red. VTEP 1 withdraws the RTCRD route with RT red. The RR
withdraws the routes for MAC 02 and MAC 03 from VTEP 1.
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In this chapter, I analyze the problems in WiMoVE systems with many devices and high
mobility. Then, I explain how Route Target Constrained Route Distribution (RTCRD)works
in WiMoVE systems and affects the roaming process. Lastly, I evaluate if RTCRD can
mitigate the problems in high-load situations.

3.1 Problem Analysis

In Section 2.4.4, I explained why the BGP EVPN update messages get flooded between the
VTEPs, and in Chapter 1, I showed that this could be problematic in a WiMoVE system
because the APs can not handle the load of the control plane. In this section, I will analyze
the effects of high-load situations in a WiMoVE system and the problems that arise in more
detail.

3.1.1 Memory Exhaustion in WiMoVE Systems

Because BGP EVPN uses flooding for every connected device in the system, every AP has
an entry in its RIB to store the received information. This means the memory consumption
on the APs is proportional to the number of connected devices, so the memory resources
get exhausted when the number of devices is too high. If the AP runs out of memory,
all connected devices lose connectivity since their packets can not be forwarded anymore.
When the BGP daemon restarts, the RR will try to send all routes to the AP once again.
If there is still the same number of devices connected, the BGP daemon will crash again,
and the service is still interrupted. This means a hard limit for the number of devices in a
WiMoVE deployment that depends on the available memory on the APs. To improve this,
the size of the RIB on every AP must not scale with the number of all connected devices.

3.1.2 Compute Exhaustion in WiMoVE Systems

Not only the memory resources might be exhausted, but the computing resources can be as
well. The number of devices does not directly affect the usage of computing resources on
the AP. However, the AP does need the computing resources to process updates. Roams in a
WiMoVE system generate updates because after a roam, a device is connected to a different
AP than before, and the reachability information has to be updated. Every roam generates
two update messages: One when the device disconnects from an AP and one when the
device connects to an AP. This means the usage of computing resources is proportional to
the mobility in theWiMoVE system, which means many roams can lead to an exhaustion of
computing resources on the APs. If this happens, the APs can not keep up with processing
the updates. This results in a partial loss of connectivity because the reachability information
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gets outdated, and connected devices can no longer send packets to devices with outdated
reachability information.

Now, I introduce a scenario that I use to illustrate the problem. The scenario is aWiMoVE
system with 20,000 APs and 400,000 devices. I chose 400,000 devices because this is close
to the hard limit I got with the experiments I conducted in Section 5.2. Every AP has
20 devices connected. I chose 20 devices per AP because it is realistic that a commodity
AP can handle 20 devices. For the size of the VXLANs, I chose two devices per VXLAN
because Schlitt et al. calculated an expected value of 1.58 for the size of the VXLANs if
the number of VXLANs equals the number of devices [25]. Every VXLAN has a gateway
as an additional third device. For the analysis, I chose a scenario with high mobility to
emphasize the effects. Every device roams every 25 s, and the roams are equally distributed.
This results in 16,000 roams per second. Because every roam causes two updates, the APs
send 32,000 update messages per second. The RR receives all those updates and has to
reflect them to every AP and the gateway. For every received update, the RR has to send
out 20, 001 update messages. One for every AP and one for the gateway. The RR has to send
out 32, 000 · 20, 001 = 640, 032, 000 updates per second. Every AP has to process 32, 000
updates per second.
If the APs, the RR, and the gateway can keep up with processing these messages, this

does not impact the propagation time. However, if the processing power of the APs is
insufficient, the propagation time will increase. Suppose the processing rate of an AP is
lower than 32,000 updates per second and, for example, 20,000 updates per second, and
the processing rate of the RR is 100,000 updates per second since it has more computing
resources. The RR receives less than the maximum processing rate and can forward all
updates to the APs. The APs can not keep up with processing all the updates. Every
second, an AP falls 12,000 updates behind. To handle spikes in update frequency, the AP
has an input queue that holds up to 100,000 updates. This fills up within 8.3 s. The RR
additionally has an output queue for every peer with up to 100,000 updates. This fills up
in another 8.3 s. When both queues are full, it takes 10 s until an update that is enqueued
at the RR is processed by the overloaded AP because all 200,000 updates that are already
enqueued have to be processed. The 10 s are now a lower bound for the propagation time
because an update issued by an AP can not be processed faster by all other APs. If the load
on the system is lower again, the APs can catch up, and the propagation time will decrease.
Another problem is how the RR handles a full output queue. In the current implemen-

tation, the AP will be rescheduled for update generation from the RIB. This means the RR
stores which routes have already been advertised to the AP.When the AP gets scheduled for
update generation, the RR checks which routes that are currently in the RIB have not been
advertised to the AP. This ensures that no updates get dropped, but additionally, to the
time in the queue, it takes time until an update is generated from the difference between the
RIB and the advertised routes. Also, the selection process in which updates are enqueued
might be unfair. For example, the RR might go through the RIB in an arbitrary order, which
might not be the order in which the RIB entries were received.

3.1.3 Link Overload in WiMoVE Systems

Not only the BGP speakers might experience an overload. The links between the BGP
speakers can also be overloaded. The link that experiences the highest load is the one to
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which the RR is connected. This is because the RR sends out every update an AP receives.
Also, the amount of incoming traffic is multiplied by the number of RR clients. In the above
scenario, the RR has to send out 640,032,000 updates per second. A reachability update is at
least 21 B in size to accommodate theMAC address, the VNI, the RT, and the IP of the VTEP.
This results in 107.525 376 Gbit s−1 of update traffic without the overhead of Ethernet and
IP. If the link of the RR can not provide this data rate, the roaming times will also increase.

3.2 Using RTCRD in aWiMoVE System

In the previous section, I described the problems in WiMoVE systems when overload situ-
ations occur. One possible solution to those problems could be Route Target Constrained
Route Distribution (RTCRD). I explained RTCRD in Section 2.4.5. RTCRD restricts the
distribution of BGP EVPN update messages and could, therefore, reduce the load on the
APs.

3.2.1 RTCRD Information in a WiMoVE System

In Section 2.4.5, I explained how RTCRD works. It uses BGP as a control plane to distribute
the import policies of the VTEPs. Figure 3.1 showswhat the distributed RTCRD information
looks like in a WiMoVE system. What is special about the setup is that all VXLANs are
configured on the gateway, even with no device connected. Schlitt et al. say the number
of VXLANs should match the expected maximum number of devices to ensure that the
VXLANs are small [25]. This means that the number of RTCRD RIB entries on the APs is
the maximum expected number of devices. That is a problem because, with 400,000 RIB
entries necessary in our example, the APs might already run out of memory. It would be
advantageous to aggregate the RTCRD RIB entries into fewer routes to improve this.
I propose to advertise the default RT from the RR to the VTEPs. It is the NLRI of the

RTCRD address family with length zero that matches all other RTs. As I explained in
Section 2.4.5, the RR has to carry the whole RIB even with RTCRD enabled because the
filters only affect the routes the RR sends out. So, allowing the VTEPs to send all routes to
the RR does not increase the load on the RR. With the default RT advertised, the number
of RTCRD RIB entries on the APs no longer scales linearly with the number of VXLANs.
Figure 3.2 shows the RIBs in this scenario.

3.2.2 Effects of RTCRD onMemory Usage

In Section 3.1, I stated that the size of the RIB on an AP must not be dependent on the
number of all connected devices. This is the case with RTCRD. The number of RTCRD
RIB entries does not scale with the number of all connected devices, and neither does the
number of BGP EVPN RIB entries. The AP only has RIB entries for the VXLANs it has
connected devices in. This resolves the hard limit for the number of connected devices. The
new limit is now for the number of connected devices in the VXLANs configured on the
AP. In the worst case, an AP has a connected device in every VXLAN RTCRD does not help.
But this is very unlikely in a WiMoVE system. Schlitt et al. calculated that the expected
number of devices in a VXLAN is 1.58. So, at least half of all devices must be connected to
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Received from RT
RR red
RR blue
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Figure 3.1:RIB entries for the RTCRD address family in a WiMoVE system
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Figure 3.2: RIB entries for the RTCRD address family in a WiMoVE system when the RR uses the
default RT
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the AP to have one device in each VXLAN. Because an AP can handle a maximum of 2007
stations due to limitations in the 802.11 standard, the AP is unlikely to run out of memory
[11].

3.2.3 RoamsWith RTCRD Enabled

Using RTCRD affects the message exchange when a roam happens. In Section 2.4.5.2 and
Section 2.4.5.1, I explained how the message exchange works when a VXLAN gets deleted
or created. In WiMoVE, VXLAN interfaces might get deleted or created when a device
roams. A new VXLAN interface gets created when the device is the first device of that
VXLAN connected to this AP. The VXLAN interface gets deleted when the device roams
away and is the last device connected to this device in the VXLAN. In those cases, the AP
has to update the RTCRD information and send update messages to the RR. Figure 3.3
shows the message exchange, including the BGP EVPN update messages.

In this scenario, device 2 roams fromAP 1 to AP 2. AP 3 has a device in the same VXLAN
called device 1. In this scenario, device 2 is the first device in the VXLAN to connect to
AP 2 and the last device to disconnect from AP 1. The blue messages are there because
device 2 was the last in the VXLAN connected to AP 1, and the red ones are there because
device 1 is the first one connected to AP 2. Those messages are there because the RIBs of
the APs need to be updated to comply with the new import policies. The blue messages
withdraw the routes with an RT AP 1 no longer imports, and the red messages advertise the
routes for the RT AP 2 now imports. For an individual roam, there is significant overhead
on the number of messages. Six additional messages were sent between the RR and the
participating APs. Without RTCRD, only the black messages would be necessary to update
the RIBs. Furthermore, RTCRD also affects the roaming times. The blue messages are not
critical for the roaming time of device 2, but the red messages have to be delivered for the
roam to be complete. Until the red messages are delivered, device 2 can not reach other
devices in the VXLAN. AP 2 has to wait until the BGP EVPN routes reach it. Without
RTCRD, the BGP EVPN routes are already locally available on AP 2. Therefore, I expect the
setup time to increase in a low-load scenario, which means the roaming time will increase.

3.2.4 High-Load Scenario With RTCRD

In the last section, I investigated the effects of RTCRD on a single roam and saw that using
RTCRD is an additional effort and might worsen the roaming time. Now I will analyze the
high-load scenario I introduced in Section 3.1 with RTCRD enabled. To do this, I want to
examine how the load on the RR, the AP, and the links changes. The number of roams is
the same: 16,000 per second. But the updates generated are not the same. Fig. 3.3 shows
the message exchange that happens during one of those roams. It is the same message
exchange I analyzed in the previous section. This shows the strength of RTCRD in high-
load situations. It limits the participant of the message exchange to the BGP speakers with
the VXLAN configuredwhere the roamhappens. Instead of all 20,000APs, only five entities
are part of the message exchange. The APs between the device roams, the AP the other
device is connected to, and the gateway. This reduces the number of updates the RR has to
send.
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Figure 3.3: The message exchange during a roam with RTCRD enabled
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In Fig. 3.3, we can see that the RR has to send out ten update messages for each roam.
With 16,000 roams per second, this results in 160,000 update messages per second, which is
less than the 640,032,000 update messages in the same scenario without filtering. But, the
number of received messages on the RR is higher than without filtering. For every roam,
the RR receives four messages instead of only two. This results in 64,000 update messages
per second, twice as much as without filtering. Using RTCRD affects not only the RR but
also the APs. The number of updates an AP has to process is lower. Because of the filtering,
an AP only has to process update messages of VXLANs it has connected devices in and the
update messages when a VXLAN gets created or deleted on the AP. In the scenario, every
AP has 20 devices connected at any time. Because every device roams every 25 s, every
1.25 s, one of the connected devices roams to another AP, and another device roams to this
AP. During one change of a connected device, the AP has to process six updates. It has to
process the message that AP 1 and AP 2 receive in Fig. 3.3. This means an AP has to process,
on average, 6

1.25 = 4.8 updates per second resulting from the roams the AP participates in.
Additionally, an AP has to process the roams of the other devices in the VXLANs it has
configured. These are the two updates AP 3 receives in Fig. 3.3. So an AP has to process
an additional 2

1.25 = 1.6 updates per second. In total, an AP has to process 6.4 updates per
second. This adds up because, with every roam, the RR sends eight update messages to the
APs, and 8 · 16, 000 = 6.4 · 20, 000. Compared to the 32, 000 update messages per second
that an AP had to process without filtering, 6.4 are far fewer messages to process.
Because the number of updates in general is lower, this should relieve the links in the

WiMoVE system. Especially the link connecting the RR should be relieved because the RR
has to send fewer messages.
In this example, the advantages of using RTCRD in high-load situations are imminent.

It prevents the overload of the physical links between the BGP speakers and the overload
of the APs. Because of the sparse membership that every AP has a maximum of 2007
connected devices and that the VXLANs have an average size of three, those benefits apply
to all large WiMoVE systems [11, 25]. What I did not account for in this example are the
additional costs of filtering. The RR has to filter the BGP EVPN routes and process the
RTCRD messages. Those effects heavily depend on the implementation of RTCRD, and I
will explain this trade-off in more detail in Chapter 4. Without those effects, RTCRD might
worsen the roaming times in scenarios with no load, but I expect an improvement in high-
load scenarios where the AP would be overloaded otherwise at the cost of a higher load on
the RR.

3.3 Improvements to RTCRD in WiMoVE

I discussed how RTCRD affects WiMoVE systems in the last two sections. I formed the
hypothesis that RTCRD will increase the roaming time in low-load scenarios because the
information for new VXLANs is not locally available on an AP. Also, the load on the RR
might increase because it has to process more incoming update messages. In this section, I
discuss how those issues could be addressed.
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3.3.1 Distributing the Load AmongMultiple RRs

In the previous section, I showed that the number of incoming updates the RR has to process
increases with RTCRD enabled. Also, the load might increase due to filtering, depending
on the implementation. To counteract these effects, RTCRD could be used to distribute the
load among multiple RRs. In Section 3.2.1, I discussed that advertising the default RT on
the RR is advantageous because it lowers the number of RIB entries. A similar approach
can be used to distribute the load among multiple RRs. Every RR is responsible for a subset
of all RT in the WiMoVE system. Being responsible means that the APs exchange BGP
EVPN routes for this RT only via this RR. This can be implemented by advertising special
RTCRD routes. The RR advertises only RTCRD routes with the RTs it is responsible for to
the APs and the gateway. The RR must not act as an RR for the RTCRD address family. If
the RR acts as RR for the RTCRD address family, the split will not work because it would
advertise all RTCRD routes from the gateway, for example, and each RR is responsible
for all RTs. Without acting as an RR for the RTCRD address family, the RR only receives
BGP EVPN routes for this subset of RT from the APs. The distributed RTCRD information
for this scenario is shown in Fig. 3.4. Here, the load is distributed among two RRs. RR
blue is responsible for RT blue and RR red for RT red. In our example, every RR would
only have to process 32,000 incoming updates and send out only 80,000 updates. This
split could also be done with other filtering mechanisms in BGP. The advantage of using
RTCRD is that it is easy to configure this because the configuration happens on the RRs.
With other filtering mechanisms, the configuration must happen on the APs. Having the
configuration on the RR also facilitates designing a dynamic load-balancing approach. The
RRs could communicate with each other and migrate the responsibility of RTs between
them if necessary.

3.3.2 Origin-Based Filtering

In Section 3.2.3, I analyzed the effects of RTCRD on a single roam. I concluded that the
setup time might increase because it takes longer until the information on the AP the
device roamed to is available for a new VXLAN. This is because the APs do not have
all the information, which is by design to prevent memory overload situations described
in Section 3.1.1. To mitigate this effect, having information for important devices on all
APs would be helpful. An important device could, for example, be the gateway. In many
deployment scenarios, the connectivity to devices outside the VXLANs is important. Origin-
based filters that supersede RTCRD could be used to discern between important and normal
devices. Routes from specific origin would be distributed regardless of the received RTCRD
routes. In a WiMoVE system, all routes originated by the gateway would be available on
all APs all the time, which allows new devices to connect faster to the Internet. Wang et al.
proposed a filtering mechanism that could be adapted to serve this purpose [31].

3.3.3 Roaming Prediction

Depending on the time it takes until an AP receives all information from the RR for a new
VXLAN, roaming prediction can help to improve the setup time and make them equal to
a scenario without filtering. When a roam is predicted, the AP the device roams to can
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Figure 3.4:Configuration for the RTCRD address family to distribute the load among multiple RRs
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already configure the VXLAN for that device. The red parts of themessage exchange shown
in Fig. 3.3 can happen before the device is connected. The designer of a roaming prediction
must be aware that predicting a roam is associated with a cost. When a roam is predicted
that does not happen, sending out the updated RTCRD routes and receiving the BGP EVPN
routes was unnecessary. A simple approach for roaming prediction would be to scan the
Wi-Fi environment for nearby devices connected to other APs and configure VXLANs for
them if their received signal strength surpasses a threshold. The threshold controls that
not too many false positive predictions happen, leading to unnecessary traffic in the control
plane.

22



4 Implementation

In Chapter 3, I discussed how RTCRD affects roaming in a WiMoVE system. Although
RTCRD is specified in RFC 4684 [17], no open-source implementation exists. I had to build
a prototype implementation to evaluate the effectiveness of filtering in real-world scenarios.
In this chapter, I will describe how I built the prototype implementation and the design
decisions I took. The prototype implements all functionality specified in RFC 4684 within
FRR. The code is open-source and available in the WiMoVE GitHub organization [28]. The
goal is to integrate the code into the FRR mainline.

4.1 FRR as a Base Implementation

Free Range Routing (FRR) is an open-source routing daemon that implements BGP EVPN.
It supports receiving and sending BGP EVPN routes, installs the received routes via zebra in
the kernel forwarding tables, and generates updates from changes in the forwarding tables.
I chose FRR because it has a large community and is actively developed.

4.2 Design Decisions for the Implementation

During the implementation, I had to make many decisions. In this section, I discuss those
that affect the performance of the prototype implementation most. I will discuss why I
decided to implement it that way and shed light on alternative approaches that might be
implemented in the future.

4.2.1 Update Groups in FRR

BGP speakers with many peerings often have to distribute received update messages to
multiple other BGP speakers. This is especially the case for RRs, which must distribute a
received update message to all other RR clients. In BGP, for every route and every peer, the
decision has to be taken if a route should be propagated. The decision process is specified in
RFC4271 [21] and involves multiple steps. In most cases, there are multiple peers with the
same configuration, and therefore, the decision process is the same and just gets executed
multiple times with the same parameters. Because of this, FRR uses update groups to im-
prove the scaling properties of the BGP daemon. Donald Sharp introduced update groups
in 2015.1 If the peers’ configuration is equivalent regarding filter-relevant configuration
options, multiple peers can be aggregated into an update group. The computing power
needed to distribute a received route now only scales with the number of update groups
instead of the number of peers. In current BGP EVPN setups, all RR clients are aggregated

1https://github.com/FRRouting/frr/commit/3f9c7369f7112d87007b87a5faaa61cdd5e24c39
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into one update group. With RTCRD, this is no longer possible. The received RTs affect
the filtering and might be different for every peer. So, I decided to put every peer that has
RTCRD activated into a different update group. This affects the computing power required
on the RR to distribute received routes. So, implementing filtering is a trade-off on the
RRs between the additional computation needed to perform the selection process and the
saved computation power and data rate since fewer updates must be sent out. How this
affects performance in real-life scenarios can be seen in Chapter 5. Countermeasures for this
problem could be aggregating peers with the same RTCRD into update groups. Another
idea would be to use the update groups for all the properties that are the same. Routes that
get dropped there can be discarded, and only routes that do not get dropped there have
to be evaluated by the RTCRD filter. If this is effective, it depends on the ratio of routes
that get filtered before RTCRD filters the routes. Both proposed solutions require big code
changes, and I did not implement them because they were out of scope for the prototype
implementation.

4.2.2 Storing RTCRD Information in an Easy to Match Format

When receiving RTCRD, the information must be stored in the RIB to be distributed to
other peers. One possibility to apply the filters to outgoing routes would be to traverse
the RTCRD information stored in the RIB every time. But then, the time scales linearly to
the number of RIB entries. Instead, I maintained a prefix tree for every peer that saves the
received RTCRD information. Other filtering mechanisms in FRR already used this prefix
tree implementation. The prefix tree implementation is based on hash maps and allows for
a faster lookup. David Lamparter introduced the prefix tree structure in a commit in 2015
for different prefix-based filters.2 The results of his measurements that he wrote down in
the commit message show performance improvements for a high number of prefixes that
have to be filtered.

4.2.3 Challenges Processing RTCRD Updates

Receiving new RTCRD routes from a peer changes the outgoing filters to that peer. The
receiving peer has to evaluate which routes have to be advertised to or withdrawn from
that peer. This is done by doing a full table scan of all BGP EVPN routes in the RIB and
matching them to the newprefix tree. Thismeans the effort of updating RTCRD information
scales linear to the number of BGP EVPN entries in the RIB. This means processing RTCRD
messages on the RR is expensive in a WiMoVE system. It has a BGP EVPN RIB entry
for every connected device on the RR and receives, in the worst case, two RTCRD update
messages per roam. To make the processing of the update messages less expensive, the
receiving peer must quickly determine which routes must be withdrawn and advertised.
This could be done by maintaining a mapping between RT and a list of all associated
routes. This could speed up the processing significantly and make the processing time only
dependent on the number of routes with the affected RTs. Implementing this would have
been quite complex and is not essential for a working implementation. Because of this, I
decided this was out of scope for my prototype. If there is a performance bottleneck on the
RR, this could be a solution that solves the issue.
2https://github.com/FRRouting/frr/commit/7e111b6b0de44a9d351cdfeda4c674224a65ec3b

24

https://github.com/FRRouting/frr/commit/7e111b6b0de44a9d351cdfeda4c674224a65ec3b


5 Evaluation

To evaluate the effectiveness of the filtering mechanism, I conducted two experiments with
the prototype implementation I described in Chapter 4. In the first experiment, I measured
the memory usage on the AP in a WiMoVE system in relation to the number of connected
devices. In the second experiment, I measured the roaming times in different load scenarios
with filtering and without filtering.

5.1 EVPN Load Generation

Since I could not build a WiMoVE system with multiple thousand devices, I needed a
way to generate a comparable load on the control plane. The tool must support multiple
thousand devices and must be able to simulate the control plane traffic resulting from
multiple thousand roam events per second. No existing tool satisfies the need to generate
load in BGP EVPN setups with RTCRD. For example, bgperf2 [20] focuses on evaluating
the performance of processing IPv4 and IPv6 routes and has no support for BGP EVPN.
exaBGP is another tool that can be used to generate BGP update messages [16]. It supports
BGP EVPN, but there is no support for RTCRD. Because of this, I built a tool to generate
load.
The load generator I designed consists of two components: VTEPs and an orchestrator.

The VTEPs are docker containers with a FRR instance. The orchestrator coordinates the
roams and decides which MAC address is reachable at which VTEP. Changing the timing
of the roam events makes it easy to simulate different mobility patterns. The code is open-
source and available on GitHub[24].

5.2 Effect of RTCRD onMemory Consumption

In Section 3.1, I stated that the memory consumption on an AP must not scale with the
number of connected devices. The analysis showed that RTCRD should achieve this. To
validate this in practice, I conducted this experiment. The setup is shown in Fig. 5.1 and
consists of 21 VTEP and an RR. The dotted lines are BGP peerings, and the solid lines are
links. One VTEP is an AP, and the others generate the load. The load generated by those
VTEPs is distributed among 100 VNIs. On the AP, no VXLAN is configured. For the tests,
I used the Linksys WRT 1900 ACSv2 AP, which is equipped with 512 MB of memory. In
Fig. 5.2, we see the number of routes and the consumed memory on the RR and the AP
without filtering. The AP can handle around 490,000 routes before running out of memory.
The out-of-memory condition is visible because the number of routes drops to zero, as well
as the consumed memory. The BGP daemon gets restarted two times but crashes shortly
after. The RR can handle the number of routes without problem. In Fig. 5.3, we see the
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Figure 5.2:Memory usage in correlation to the number of routes without RTCRD

result for the same experiment but with filtering enabled. As expected, the AP does not
receive any routes, and the memory usage is independent. This shows that the filtering is
working and that the RIB size on an AP is now independent of the number of connected
devices. This allows for larger WiMoVE deployments with more connected devices in total.

5.3 Measuring Roaming Times in a WiMoVE System

In Chapter 3, I explained that I expect the roaming times to improve in high-load scenarios
and worsen in low-load scenarios when RTCRD is enabled. In Chapter 1, I described the
two conditions that must be met to complete a roam inWiMoVE. The AP the device roamed
to needs the forwarding information for the VXLAN of the device, and the other APs need
the updated forwarding information. The timing of the first process is called setup time,
and the timing of the second process is called propagation time. I measured the timing for
both processes in separate experiments and with different load scenarios. The code for the
measurements is on GitHub [27].

5.3.1 Load Scenarios

For the experiments, I designed three different load scenarios. The first one is called idle. In
the idle scenario, there is no load generated. This scenario is used to get a baseline. I tried to
replicate the scenario I introduced in Section 3.1 with the other two load scenarios. However,
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Figure 5.3:Memory usage in correlation to the number of routes with RTCRD enabled

it was impossible to simulate 20,000 VTEP and 400,000 VXLANs with the hardware I had
available. Instead, I ended upwith 20 VTEPs, 100 VNIs, and 400,000 devices because I could
simulate this amount of VTEPs and VNIs with the available hardware and get reproducible
results regarding the number of updates per second. To lower the load on the VTEPs, every
VTEP only has a VRF for 20 VNIs configured.

The two scenarios only differ in the mobility pattern of the devices. A mobility pattern is
characterized by the waiting time of a device between two roams. For the normal scenario,
I used an exponential distribution with the parameter λ = 1

25 to model the waiting time.
Because of the properties of the exponential distribution, every device roams in expectation
every 25 s. I chose an exponential distribution because it is cheap to compute and a general
way to model waiting times. In the future, more sophisticated mobility models could be
used that better represent the mobility pattern of WiMoVE users. For the max scenario, the
orchestrator generated asmany roam events as possible for every device. With the hardware
I used, producing as many roams as possible resulted in 20,000 BGP update messages per
second reaching the RR.
Using fewer VTEP affects the number of BGP update messages the RR has to send, but

the number of incoming BGP EVPN update messages should be the same. What is different
from the load scenario described in Section 3.1 is that the imported RTs do not change on
the VTEPs. Every VTEP at any time has at least one device for every VNI. This means
that no RTCRD update messages reach the RR. In Section 4.2.3, I explained that processing
RTCRD updates is costly because it requires full table scans. For this reason, it would be
interesting to repeat those experiments with many RTCRD updates instead of solely BGP
EVPN updates.

5.3.2 Tracking Additional Metrics

I tracked additional metrics that shed light on the system’s state to verify the generated load
and explain the findings.

• The CPU load of the BGP daemon.
• The memory usage of the BGP daemon.
• The number of sent and received update messages for every connected peer.
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Figure 5.4:Visualization of the measurement setup for the propagation time

• The length of the in and out queue for messages in the BGP daemon for every con-
nected peer.

I tracked those metrics for all the VTEPs not part of the load generation and the RR. The
scripts I tracked those metrics with are in the measurements’ repository [27]. The time
resolution of those probes is best effort.

5.3.3 Measuring the Propagation Time for BGP EVPN Updates

For a roam to be complete, the update messages generated by the AP the device roamed to
have to be processed by all other VTEPs. To measure this time, I designed a topology and
wrote scripts.

5.3.3.1 Experiment Setup

To conduct this experiment, I needed a way to control the mobility of a device between
two VTEPs. The topology I ended up with is shown in Fig. 5.4. The dotted lines are BGP
peerings. The solid lines are links. The dashed lines are links that can be switched on and off.
This topology allows simulating mobility of the testdevice. The testdevice can be connected
to VTEP 1 or VTEP 2 by turning the links on and off. The VTEPs, the testdevice, the RR, and
the AP are all physical devices. The network connection between the AP, the RR, and the
VTEPs is a single L2 domain. What is important to note is that the VXLANon the VTEPswas
not deleted or created when the device roamed. I decided to measure the propagation time
separately from the setup time. The AP is a Linksys WRT1900 ACSv2 running OpenWrt
22.03.2. The AP has 512 MB of memory and 2 Cores running with 1.6 GHz. The VTEPs
and the RR are desktop machines running Ubuntu Server 22.10 LTS. They have Intel Core
i5-6500 processors with 4 Cores, a base frequency of 3.2 GHz, and a boost frequency of
3.6 GHz. They have 8 GB of memory. All the links are 1 Gbit links.

5.3.3.2 Measurement Methodology

To measure the propagation time, I need to determine when the testdevice is reachable
again from the AP after changing the VTEP.
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One way would be to send probe packets between the testdevice and another device
connected to the AP. As soon as packet loss occurs, the testdevice is no longer reachable,
and as soon as packets are transmitted again, the testdevice is reachable again. I tried that
approach and achieved a time resolution of 10 ms. Since the measured values were in the
range of 100 ms, I needed an approach with higher time resolution.
The second approach I came up with is monitoring the Forwarding Database (FDB) on

the AP. The FDB is the part of the VRF where the BGP routes get installed in the kernel, so
the operating system knows about them and can forward packets accordingly. I came up
with this approach because, with the packets, I probed if an FDB entry was updated. One
could listen for this change directly instead of probing for this change with probe packets.
When listening for the change, the time resolution is no longer limited by the probe packets’
interval. There are multiple ways to interact with the kernel on a Linux system. Netlink is
the most promising one for monitoring the FDB without polling because Netlink supports
multicast groups that user space programs can subscribe to to get informed about events
in the kernel.[12]. It is important to say that Netlink communication is asynchronous and
has no guarantees regarding timing. No literature analyses the latency of netlink multicast
messages. Nevertheless, I decided to go with Netlink because of two reasons. Other tools
also use Netlink to monitor the FDB instead of polling. For example, FRR and the bridge
command of iproute2 [10] use netlink to communicate with the kernel and to get notified
about changes to the FDB. Also, the load on the Netlink system should be consistent during
themeasurements. There is only a tiny amount of Netlinkmessages during the experiments,
so the latency of the Netlink messages should be consistent across the measurements and
allow for a comparative analysis between the measurements. The netlink multicast group
that is relevant for the measurements is called RTMGRP_NEIGH, which notifies about
changes to the FDB in the kernel[13]. The generated netlink messages include detailed
information about what changed in the FDB.
The script I used for the roaming measurement is shown in Listing 5.1. The code is

executed on the AP. In the function triggerBridge, a message to the testdevice is sent so
it changes the bridge state. A daemon listens on the testdevice that controls the bridge.
After sending the message, the script starts listening to Netlink messages. For every netlink
message, the script checks if the updated FDB entry contains the MAC address of the
testdevice and sets the VTEP to the received value. With this setup, the transmission delay
between the testdevice and the AP affects the measurements. The transmission delay is low
and consistent across the measurements because the testdevice and the AP exchange those
messages over a separate wired link. The exact code for the measurements can be found on
GitHub [27].

5.3.3.3 Using Data Plane Learning

The VXLAN implementation of Linux allows to enable data plane learning for an interface
in addition to the BGP EVPN control plane. With data plane learning enabled, the APs
can learn the address of an AP for a device by packets sent out by a device that reaches the
AP. This can not only be unicast packets but also broadcast packets. Many devices send
out broadcast packets after a roam. For example, IPv6 router solicitations or Dynamic Host
Configuration Protocol (DHCP) discover messages. Learning from those packets might
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Listing 5.1:Measurement script for roaming between two VTEPs

def main()
current_vtep = getCurrentVtep()
while True:

triggerBridge()
start = time.now()
old_vtep = current_vtep
while old_vtep = current_vtep:

netlink_message = recvNetlinkMessage()
if netlink_message.Mac == "11:22:33:44:55:66":

current_vtep = netlink_message.Remote
end = time.now()
break

took = end - start

be faster than waiting for the control plane. For this reason, I conducted experiments with
data plane learning enabled and disabled to make a comparison between those.

5.3.3.4 Results

In Fig. 5.5, the results of the roamingmeasurements are shown. In total, I conducted 12 runs
with different parameters. For every run, I repeated the experiment 1000 times. The light
red violin graphs show the results with filtering, and the light orange ones show the results
without filtering. With data plane learning enabled, all scenarios have no visible difference
in propagation time. They all vary between 20 ms and 80 ms. This meets my expectations
because the VXLAN was not deleted or created when the testdevice roamed. This means
that the VXLAN was always configured on the VTEPs, so broadcast packets originated
by the testdevice could always be sent to the AP. Because of this, the load on the control
plane does not matter for the data plane learning. The roaming time is consistent across
all measurements. This means that if the guarantees a control plane gives are not strictly
necessary, data plane learning can be used to keep the propagation delay equal regardless
of the load on the control plane when a forwarding path between the VTEPs is already
established.
With learning disabled, there are significant differences between the different scenarios.

In the idle scenario, the times are between 120 ms and 180 ms, both with and without
filtering. This meets my expectations because the message exchange with and without
filtering is the same. There is no difference in the load on the RR, APs, or the VTEPs.
The plots in Fig. 5.6a and Fig. 5.7a show how the load scenarios differ regarding the

number of updates per second received by the RR. In the normal load scenario, the RR
receives approximately 10,000 updates per second, and in the max scenario, approximately
20,000 updates per second. Comparing Fig. 5.6a with Fig. 5.6b and Fig. 5.7a and Fig. 5.7b
shows that the filtering is working because the RR has to send out way less updates with
filtering enabled.

The propagation times with filtering are slightly worse for the normal load scenario. An
unpaired one-sided t-test with a significance level of 95% shows that the mean of the times
with filtering is higher. An explanation is that the BGP worker thread needs longer to
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generate the updates for all connected peers because, as I explained in Section 4.2.1, with
RTCRD enabled, the BGP speaker could no longer use the optimization of update groups.
One indication of this is the length of the input queues shown in Fig. 5.6c and Fig. 5.6d. The
input queues contain updates received from a peer but not processed by the BGP worker
thread. On average, the queues on the RR for the peers in the load generation setup are
20 updates long when filtering is enabled and only 11 updates long with filtering disabled.
This shows that the additional processing power needed for filtering impacts how fast the
updates can be processed by the BGP worker thread. The difference in the length of the
output queue on the RR shown in Fig. 5.6e and Fig. 5.6f is not enough to counteract this
effect. The length of the output queue with filtering is always zero. Without filtering, the
length goes up to 300. When the input queue is longer, it takes longer until an update can
reach the AP. However, the spikes in the output queue length are seldom.

Themax scenario shows a significant difference between the roaming times. With filtering,
the times are between 100 ms and 300 ms. Without filtering, the roaming time is between
25 s and 35 s. The other metrics I tracked explain the rapid increase in the no filtering
setting between normal and max load. If we compare the additional metrics for the max
load scenario in Fig. 5.7 with the metrics for the normal load scenario in Fig. 5.6, we see that
the AP can not keep up with the load in the max scenario without filtering. The AP output
queue on the RR in Fig. 5.7e is almost always at themax value of 10,000. For the normal load
scenario, the length of the output queue is at most 300. The same is true for the input queue
of the AP in Fig. 5.8a and Fig. 5.9a. The input queue length in the normal load scenario
peaks at around 1,400, whereas it is almost constant at around 10,000 in the max scenario.
This means that the max scenario leads to an overload situation described in Section 3.1, and
the AP can not keep up with processing the updates. The measurements show this results
in a worse roaming time because the propagation time increases. RTCRD can prevent this
overload. With filtering enabled, the AP only has to process the updates generated by the
roams of the experiment and not the ones generated from the load scenario. Therefore, only
the delay introduced by the additional load on the RR affects the propagation time.
The results show that RTCRD is a viable option for scenarios where the APs experience

an overload situation because they can not keep up with the incoming update messages.
However, using RTCRD in medium load scenarios might be disadvantageous because there
are no update groups. I would need a measurement setup with more route reflector clients
that receive the BGP EVPN updates to see the effect of not using update groups more
dominantly. Testing this was not possible with the computing resources I had available.

5.3.4 Measuring the Setup Time

To communicate with other devices after a roam, the VRF of the new VXLAN needs the
reachability information for all other devices in the VXLAN. The time it takes to complete
this process is called setup time. In this experiment, I measure the setup time and how load
in the WiMoVE system affects it.

5.3.4.1 Experiment Setup

To measure the setup time, I need a device connected to the system that does not roam
between VTEPs but is always connected to one VTEP. So, to conduct this experiment, I

31



5 Evaluation

Idle Idle Normal Normal Max Max
0

20

40

60

80
Pr

op
ag

at
io

n 
tim

e 
(m

s)

Learning

Idle Idle Normal Normal Max
0

100

200

300

Pr
op

ag
at

io
n 

tim
e 

(m
s)

Max

2.50

2.75

3.00

3.25

3.50

Pr
op

ag
at

io
n 

tim
e 

(m
s)

1e4
No learning

Figure 5.5:Results of propagation timemeasurements. Redwith filtering and orangewithout filtering.
Propagation time is in milliseconds. Every Measurement was repeated 1000 times

created the following setup shown in Fig. 5.10. Instead of only one device, I chose to have
two devices connected to two different VTEPs, an RR, and the AP on which I conducted the
measurements. The devices connected to the VTEPs are in the same VXLAN. I chose two
devices because they can exchange packets so the VTEPs know the device is still connected
and do not withdraw the routes because of time-outs. The AP is a Linksys WRT1900
ACSv2 running OpenWrt 22.03.2. The AP has 512 MB of memory and 2 Cores running
with 1.6 GHz. The VTEPs and the RR are desktop machines running Ubuntu Server 22.10
LTS. They have Intel Core i5-6500 processors with 4 Cores, a base frequency of 3.2 GHz,
and a boost frequency of 3.6 GHz. They have 8 GB of memory. All the links are 1 Gbit links.

5.3.4.2 Measurement Methodology

I used the topology shown in Fig. 5.10 for the measurements. To measure the setup time, I
create and delete a VXLAN interface on the AP with the same VNI as the VXLAN device
1 and device 2 are connected. To determine when the setup is complete, I monitored the
FDB directly using Netlink. I explained in Section 5.3.3.2 why I chose this approach for my
measurements and the limitations of it. I define the setup time as the time delta between
setting the VXLAN interface up and the MAC address of device 1 being installed in the
FDB of the AP. How the whole measurement procedure works is shown in Listing 5.2. At
first, the VXLAN interface gets deleted. Then, the script waits 2 seconds to give the control
plane time to adjust to this change. When using filtering, the routes need some time to be
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received from the load generation with filtering.

0 500 1000 1500 2000 2500 3000 3500
Time [s]

0

20000

40000

60000

80000

100000

Nu
m

be
r o

f q
ue

ue
d 

up
da

te
s

In queue
Out queue

(c) Sum of the length of the input and output queue to
the peers of the load system without filtering.

0 200 400 600 800 1000 1200
Time [s]

0

500

1000

1500

2000

2500

3000

3500
Nu

m
be

r o
f q

ue
ue

d 
up

da
te

s
In queue
Out queue

(d) Sum of the length of the input and output queue to
the peers of the load system with filtering.

0 500 1000 1500 2000 2500 3000 3500
Time [s]

0

50

100

150

200

250

300

Nu
m

be
r o

f q
ue

ue
d 

up
da

te
s

Vtep1 inq
Vtep2 inq
AP outq

(e) Length of the input queue for VTEP 1 and VTEP 2
and for the output queue to the AP without filtering

0 200 400 600 800 1000 1200
Time [s]

0.0

0.2

0.4

0.6

0.8

1.0

Nu
m

be
r o

f q
ue

ue
d 

up
da

te
s

Vtep1 inq
Vtep2 inq
AP outq

(f) Length of the input queue for VTEP 1 and VTEP 2
and for the output queue to the AP with filtering

Figure 5.6:Additional metrics for the propagation time experiments with the normal load scenario
and control plane learning disabled. On the left are the metrics for the runs without filtering, and
on the right are the metrics for the runs with filtering.
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Figure 5.7:Additional metrics for the propagation time experiments with the max load scenario and
control plane learning disabled. On the left are the metrics for the runs without filtering, and on
the right are the metrics for the runs with filtering.
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Figure 5.8:Metrics on the AP for the propagation time experiments with the normal load scenario
and control plane learning disabled. On the left are the metrics for the runs without filtering, and
on the right are the metrics for the runs with filtering.
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Figure 5.9:Metrics on the AP for the propagation time experiments with the max load scenario and
control plane learning disabled. On the left are the metrics for the runs without filtering, and on
the right are the metrics for the runs with filtering.
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withdrawn from the AP. Then, the script waits until the route for device 1 is installed and
finishes the measurement. The exact code can be found in the GitHub repository [27].

Listing 5.2:Measurement for reconfiguring of a VRF

def main()
while True:

deleteVxlan()
sleep(2)
createVxlan()
start = time.now()
while True:

netlink_message = recvNetlinkMessage()
if netlink_message.Mac == "11:22:33:44:55:66":

end = time.now()
break

took = end - start

5.3.4.3 Results

In Fig. 5.11, we see the results of all measurements. Let us first take a look at the idle scenario.
As expected, the setup time increases when filtering is enabled because the routes have to
be transmitted from the RR to the AP. This is an observation I already made in Section 3.2.3.
However, it is by design that not all information is available on the APs because this is what
leads to the out-of-memory conditions I showed in Section 5.2. However, in the normal
Fig. 5.11b and max Fig. 5.11c scenario, the no-filtering experiment takes much longer. This
is unexpected since the forwarding information is already available on the APs. I analyzed
the FRR source code and found the root cause. The problem is related to the problem I
explained in Section 4.2.3. The BGP daemon performs multiple full table scans on the AP
to get the routes for the new VXLAN. It performs one full table scan for each BGP EVPN
route type, in total, three full table scans. With RTCRD, there is no full table scan on the
AP and only one on the RR to adapt to the new filter. The measurements in Fig. 5.11b and
Fig. 5.11c show that the latency introduced by the three table scans is far more significant
than the latency introduced by transmitting the routes over the network. Thismeans RTCRD
outperforms no filtering in those scenarios. A fix could be to store the route information
differently and allow for easy access by a known RT, as described in Section 4.2.3.
It is important to note that the setup time depends on the transmission delay of the

link between the RR and the AP. During the measurements, the RR and the AP were
connected via a switch, which means the delay was in the range of 10 ms and, therefore,
almost negligible. A higher transmission delay would affect the setup time in the filtering
scenario but leave the time without filtering unaffected. So, RTCRD should not be used if a
high transmission delay between the APs and the RR exists.

I compared the setup time between using filtering and not using filtering. Now, I want to
compare the setup time when only the load changes and filtering or no filtering is constant.
The results for filtering enabled are shown in Fig. 5.12b. As expected, the setup time grows
from idle to normal to max. The higher the load on the RR gets, the longer it takes to process
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the RTCRDmessage on the RR. The results in Fig. 5.12a are unexpected. The normal scenario
performs far worse than the max load scenario. The number of RIB entries on the AP is
equal for both scenarios, and the AP has to process more updates. With a static analysis
of the FRR source code, I could hypothesize why the max scenario performs better. FRR
uses an event-based architecture. Multiple event loops are running with a fetch execute
cycle. The controlling entity of an event loop is the threadmaster. The threadmaster always
fetches the next events and puts them in the ready queue. Then, all events in the ready
queue get executed until the ready queue is empty again. For BGP, two event loops work
together: The main working thread and an input/output thread. The input/output thread
reads the packets from the network and puts them into the input queue. From there, the
worker thread receives them and processes them accordingly. To synchronize those threads,
FRR uses a mutex. The time the input/output thread is in its critical section depends on
how many bytes it can read. The more data it reads, the longer it is in its critical section. In
Fig. 5.9a, we can see that the input queue is always almost full in themax scenario. Therefore,
the input/output thread is for a shorter amount of time in the critical section. The worker
thread has to wait until the input/output thread leaves the critical section. Because of this,
the event that a new VRF exists and that the routes should be installed needs longer until it
is processed. I could not validate this hypothesis with the data I collected. One approach to
validate this hypothesis is to use the built-in tracing feature. The tracing has to be enabled
at compile time and allows fine-grained information about the scheduling and execution of
events. This was not enabled in the FRR builds I used for my measurements, so I could not
use it.
The results overall show that using RTCRD has benefits if the number of BGP EVPN

RIB entries is high on the AP without it. The performance for filtering and no filtering is
limited by the time it takes to perform the full-table scans. Improving the lookup times
would benefit both scenarios.
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Figure 5.11: Setup time measurements grouped by load scenario
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Figure 5.12: Setup time measurements grouped by filtering and no filtering
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6 Related work

Since the WiMoVE architecture is new and not widely adopted, there exists no other work
that analyzed roaming times inWiMoVE systems. Because of this, I evaluate if the approach
applies to otherWi-Fi architectures, and I look at what the results mean for other BGP EVPN
deployments.

6.1 Wi-Fi Architectures

Vendors for large Wi-Fi systems use different architectures. Instead of allowing the APs
to exchange packets via tunnels directly, all traffic has to go through a central controller.
WiMoVE also has the RR as a central node in the control plane, but the RR is not part of
the data plane. In Fig. 6.1a, it is shown how the tunnels in a WiMoVE system look like. The
device with MAC 01 and MAC 02 can communicate without using the gateway because
there is a tunnel between AP 1 and AP 2. The same scenario in aWi-Fi systemwith a central
controller is shown in Fig. 6.1b. Packets exchanged between device 01 and device 02 must
go through the controller because direct forwarding between AP 1 and AP 2 is impossible.
Vendors that, for example, use this approach are Cisco and Ruckus [6] [7]. Because of
the central controller in those systems, there is no need for a control plane that distributes
the mapping between a device and the connected AP. Every AP forwards all traffic to the
controller regardless of the destination. The reachability information only exists on the
central controller. Therefore, the idea of filtering messages in the control plane to improve
the roaming times does not apply to those Wi-Fi architectures.

6.2 Other Filtering Mechanisms in BGP EVPN Setups

Different filtering mechanisms in BGP allow an operator to enforce routing policies. The
simplest ones are route maps. They get configured on a BGP speaker and filter incoming
and outgoing routes. A route map consists of a match condition and an action. The match
condition can be regarding most attributes of a route. The action is deny or accept. What
route maps are missing to use them as a filtering mechanism for WiMoVE is the possibility
to update them dynamically. However, if the import policy of all VTEPs is known and does

AP 1

AP 2

MAC 01

MAC 02
Gateway

(a) Tunnels in a WiMoVE setup

AP 1

AP 2

MAC 01

MAC 02
Controller

(b) Tunnels in a Wi-Fi setup with a central controller

Figure 6.1:Difference between a Wi-Fi setup with a central controller and a WiMoVE system
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not change, the operator can configure the route maps accordingly and does not need to set
up RTCRD.

RFC5291 specifies another filteringmechanism called dynamic Outbound Route Filtering
(ORF) [5]. Two BGP speakers can exchange dynamic filters with this. The difference
between RTCRD and dynamic ORF is that the filters do not propagate in the network and
only affect the peering where they are exchanged. It would have been possible to use
dynamic ORF for filtering in WiMoVE systems and achieve comparable results with the
current topology. However, I chose RTCRD because it is more general and does not make
assumptions regarding the topology. Also, ORF is not specified for BGP EVPN routes yet
to allow filtering based on RTs.

6.3 Roaming Times in BGP EVPN Setups

VXLANwith BGP EVPNwas developed as a network overlay solution for data centers [23].
WiMoVE is a different use case with different requirements for the speed of the control
plane. For Data center networks, the mobility features of BGP EVPN and VXLAN are
important to enable live migrations of Virtual Machines (VMs) throughout the network
while keeping the network state [18]. The timescale for a VM migration is on the scale of
seconds and not comparable to a Wi-Fi roam [22]. The experiments in Chapter 5 show that
BGP EVPN can update the networking state in this time frame if the BGP speakers are not
overloaded. Because there was no use case before WiMoVE with the same requirements,
and the existing solution fulfilled the requirements, no research analyzed the speed of the
control plane and possible optimizations.
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7 Conclusion

In this work, I analyzed the effects of RTCRD on the roaming time in a WiMoVE system. I
started by identifying the overload of the APs as the root cause for higher roaming times
in WiMoVE deployments with many devices. Then, I explained how RTCRD prevents
overload situations by filtering in the BGP EVPN control plane. Because RTCRD seemed
promising, I built an open-source implementation based on FRR and conducted experiments
to validate the findings. The experiments in Section 5.3 showed that RTCRD successfully
prevents overload situations in high-load scenarios. The roaming times decreased from 30 s
to 1 s with RTCRD enabled. One drawback of RTCRD is that in low-load situations, the
setup time increases with RTCRD enabled from 10 ms to 150 ms. However, this does not
impact the roaming time because, in low-load scenarios, the roaming time is limited by the
propagation time, which is at around 150 ms with RTCRD enabled and disabled. Besides
the advantages regarding the roaming times, RTCRD also removes the limitation for the
maximum number of devices in a WiMoVE system.
The results are not only applicable to WiMoVE. RTCRD might also benefit other BGP

EVPN setups. In Section 3.1, I explained the problems in high-load situations in a WiMoVE
system. Together with the results of the experiments, I could establish some general guide-
lines that can help to decide if RTCRD should be used in a given BGP EVPN setup. Themost
significant prerequisite is that the membership of the VTEPs has to be sparse. Otherwise,
RTCRD can not provide any benefit because no filtering can happen based on the RTs. If
the membership is sparse, a clear indication that RTCRD should be used is when the BGP
daemon on the VTEPs runs out of memory. When this happens, all devices connected to
this VTEP lose connectivity. With RTCRD, fewer routes must be stored on the VTEPs be-
cause they get filtered before they reach the VTEPs. A second indicator is the length of the
input queues on the VTEPs. The input queues will fill up if the VTEP can not keep up with
processing the updates. Long input queues result in a partial loss of connectivity, affecting
the devices whose updates have not been processed yet. RTCRD reduces the number of
updates the VTEPs have to process, which leads to shorter input queues.
Not only the VTEPs can be overloaded. The links can also be overloaded. When this

happens, RTCRD can reduce the number of updates that must be transmitted and relieve
the links.
The downside of using RTCRD is that the load on the RR increases because it has to

perform filtering. But, scaling the performance of the RR might be easier than scaling the
performance of all VTEPs.

In this thesis, I analyzed the effects of RTCRD and built the first open-source implementa-
tion of RTCRD. This allows other researchers to explore how RTCRD affects their use case.
Researchers in the past were already hindered by the fact that no open-source implemen-
tation of RTCRD existed. For example, Buob, Lambert, and Uhlig wanted to use RTCRD
to build their new iBGP topology but could not do it due to the lack of an open-source
implementation [2].
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7 Conclusion

With the experiments, I not only evaluated how RTCRD affects WiMoVE, but I also
tested the BGP EVPN implementation of FRR. During those experiments, I analyzed the
implementation and developed some ideas on how to speed up the implementation. FRR
would benefit from faster access to routes with a specific RT. The speed of the lookup is the
limiting factor for the setup time.

7.1 Future Work

I built a load-generation setup for the experiments to create different load scenarios. This
load-generation setup can be used to simulate different mobility patterns. In this thesis, I
focused on simple mobility patterns. Future work could analyze the effect of RTCRD in
more complex mobility patterns. A mobility pattern that results in many RTCRD messages
is particularly interesting since those need much processing power on the RR.
Because RTCRD performed well for WiMoVE systems, it could be interesting to inves-

tigate how RTCRD affects other BGP EVPN use cases. One example would be the VM
migration in data centers, which is the primary use case of BGP EVPN VXLAN [18]. One
would have to analyze the mobility patterns of this use case. Simulating those mobility
patterns would be possible with the load-generation setup.
To further improve the setup time with RTCRD, I made some proposals in Section 3.3

that were out of scope for this thesis. Because RTCRD successfully reduced the roaming
time in high-load situations, it is worth investigating those to improve the performance in
low-load scenarios.
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